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Drive by wire fuels 
network-highway race

Automotive design is preparing for its biggest change since

the auto industry discovered semiconductors. Continuous de-

mands for fuel efficiency mandate “drive-by-wire”systems that elim-

inate power-sapping belt drives and pumps and substitute electri-

cal subsystems for mechanical links. Electric brakes will replace

hydraulics, increasing safety, lowering operating cost, and dispens-

ing with environmentally hazardous fluids. Steering columns will

disappear, immediately improving driver safety and making it easy 

NEW AUTOMOTIVE SUBSYS-

TEMS PROMISE GREATER

THAN 20% FUEL ECONOMY

WITH SAFETY AND RIDE-

COMFORT ENHANCEMENTS.

CONTROL-SYSTEM ENGI-

NEERS SCOUR NETWORK

HIGHWAYS FOR THE OPTI-

MUM BALANCE OF REAL-

TIME PERFORMANCE, 

SECURITY, AND COST.

to package left- and right-hand drive
models. Engine- and power-train-control
systems will become more tightly cou-
pled within an architecture that enhances
vehicle stability and ride comfort, com-
bining elements such as active braking,
steering, and suspension control.

Such systems must support hard real-
time control in a safety-critical environ-
ment. Of course, degrees of real-time
control and safety exist, and engineers
must select systems that provide accept-
able performance at reasonable cost. Ini-
tially targeting military jets, many air-
planes employ fly-by-wire control sys-

tems that are designed to be as safe as
possible, almost regardless of cost. But
this approach is prohibitively expensive
for the auto industry; the bottom line is
that any new system must be at least as
safe as the one it replaces. First off the
block, brake by wire is now set to appear
in passenger cars (Figure 1). Automotive
industry insiders predict that the system
may appear as soon as 2002 in a BMW
Series-7 model.

The key element that facilitates drive
by wire is the in-car network. But which
topology will emerge as the technology
leader? And will vehicles carry only one

Photo courtesy Philips Semiconductors
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JOINING THE DOTS
Like controller-area-network
(CAN) protocols, the Time
Triggered Protocols (TTPs) speci-
fy no physical-layer medium. But
although automotive CAN sys-
tems employ transceiver ICs that
meet the ISO-11898 physical-
layer CANbus specification, no
standard exists for TTP, which
may use CAN’s physical layer for
widespread deployment (RReeffeerr--
eennccee  AA). CANbus transmission
levels are nominally 0, 2.5, and
5V on a differential bus. Levels
of 0V on the CAN_L wire and 5V
on the CAN_H wire signal a
“dominant” (true) state; a level
of 2.5V on both wires signals a
“recessive” (false) state. The dif-
ferential-bus scheme provides
good EMC immunity and toler-
ates the ground shifts that typify
automotive installations. Crit-
ically, the bus still works if one
wire fails; performance degrades
gracefully, providing “limp-
home” capability. 

CANbus transmission speed is
limited to allow each bit to stabi-
lize on the network before
another bit transmits. The 1-
Mbps maximum value corre-
sponds to a maximum network

length of about 100m. TTP re-
quires message synchronization
but no bit synchronization, so it
avoids this restriction. However,
both protocols can run at high
speeds over optical-fibre links.
Designers strive to guarantee the
real-time response they need at
the lowest bus speed over cop-
per cabling. This approach mini-
mizes EMC generation and the
need for expensive shielded
cabling. Advances in transceiver
design also help minimize EMC;
Philips fabricates its forthcoming
TJA1050 in a silicon-on-insulator
(SOI) process that cuts emis-
sions by more than 20 dB over
the company’s earlier processes. 

Other CAN semiconductor
vendors include Dallas, Hitachi,
Infineon, Intel, Micronas Inter-
metall, Motorola, National Semi-
conductor, NEC, Oki, STMicro-
electronics, Texas Instruments,
and Toshiba. Development tools
are available from vendors such
as Motorola, and support is avail-
able from EMS, IAR Systems,
Ixxat Automation, Softing, and
Vector Informatik. The latest IC
trend is dual-CAN controllers for
bridge-device applications. 

Patrick Leteinturier, director of
automotive-systems definition at
Infineon, explains: “Dual-CAN
controllers provide an automatic
link between power-train-and-
body-electronics clusters.” He
says that the hardware takes
care of message filtering and dif-
fering transmission rates to opti-
mize bridge traffic, requiring little
effort from the system designer.
Infineon will include a stand-
alone dual-CAN controller within
its TC1775 Audo microcontroller,
which is available for sampling. 

It’s too early for widespread
TTP-silicon availability. The AMS
reference design uses the com-
pany’s AS8201 controller and
two Maxim Max1487 RS-485
transceivers. Despite its immatu-
rity, TTTech has amassed sup-
port from giants such as ARM
and Motorola, and new silicon is
scheduled for the end of this
year. Georg Stoeger, senior tech-
nical engineer at TTTech, says
that three physical-layer configu-
rations have run TTP/C to date.
These comprise high-speed
CAN, using Philips 82C250 line
drivers with 120V shielded and
unshielded twisted-pairs at

speeds as high as 2 Mbps; RS-
485 lines, also as fast as 2 Mbps,
with the possibility of speeds to
10 Mbps; and a star-topology
optical configuration that targets
high-speed automation and
aerospace. 

Stoeger notes, “The industry is
currently researching suitable
physical layers for safety-critical
buses. But the possibility of
using TTP/C over a CAN physical
layer looks interesting, as it is
inexpensive and well-known. But
optical has supporters, too.”
TTTech provides development
tools that you can evaluate with
demo versions from the compa-
ny’s Web site. Third-party tool
sets from Diab-SDS will support
Motorola’s TTP products, and
Keil will support TTTech’s TTPos
operating system on Infineon’s
C166/167 processors.

Reference
A. “Road Vehicles—interchange

of digital information—Controller
Area Network for high speed com-
munication,” ISO 11898: 1993(E),
International Organization for
Standardization, Geneva, Switzer-
land, www.iso.ch.

type of network? BMW officials think the
answer to the first question is its propri-
etary “byteflight” system. The company
is developing the protocol, which was
formerly called the safety-integrated (SI)
bus protocol, with Motorola. But the So-
ciety of Automotive Engineers’ (SAE)
Congress 2000 program suggests that the
answer may lie with technologies whose
inner workings are already in the public
domain: ISO 11898-standard controller-
area network (CAN), and time-triggered
architecture derivative Time Triggered
Protocol (TTP) (Reference 1). Each of
these technologies has the potential to
complement the others, so vehicles may
carry a mixture of network designs.

NETWORKS NATURALLY DIVIDE IN TWO

In a typical in-car-network topology,
the distributed system comprises subsys-
tems (or clusters) that communicate

across a serial bus (Figure 2a). Each clus-
ter accommodates a set of related func-
tions, such as controlling the power-train
or body electronics. Coordination and
safety requirements suggest a natural di-
vision: Power-train components require
tight coordination among throttle, trans-
mission, and braking systems and have
high, intrinsic safety requirements. Body
electronics require relatively loose cou-
pling for functions, such lighting systems
and other comforts, and have compara-
tively relaxed safety requirements. Ac-
cordingly, many designers divide the net-
work in two, typically communicating
via a bridge (or gateway) device. Vehicle
packaging requirements frequently dic-
tate a deviation from a linear topology, so
practical systems must tolerate short
stubs or, ideally, accommodate both lin-
ear and star configurations.

Each device (or node) in a cluster com-

AT A GLANCE

ee Inefficient mechanical subsystems are
giving way to electrical/electronic counter-
parts.

ee Drive-by-wire technology requires fault-
tolerant, hard, real-time control.

ee Brake by wire will be the first applica-
tion to meet highway use in a production
automobile.

ee Time-triggered control confronts event-
triggering, but combinations seem likely.

ee Drive-by-wire systems are in their early
stages; much development is still to come.

ee Increased electrical-system loads man-
date dual-voltage power supplies.
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VEHICLES NEED MORE VOLTS
Electrical-system loads are
approaching a practical maxi-
mum in many of today’s vehi-
cles. New technologies, such as
brake by wire, electromechanical
valve-train actuation, electric
power steering, and electrically

heated catalytic converters, will
dramatically increase electrical
power consumption. But these
advances promise to slash over-
all power consumption (and
thus improve fuel economy) by
eliminating camshafts, belt

drives and pumps, and a great
deal of unnecessary weight.
Automotive designers estimate
that electrical valve-train opera-
tion (of the engine’s inlet and
exhaust valves) alone provides a
15% improvement in fuel con-

sumption. Such operation also
permits much tighter combus-
tion control to reduce emissions
without degrading vehicle per-
formance. Electric steering pro-
vides another 2 to 5% saving.
Electrically operated brakes

respond twice as fast as
hydraulic brakes and make it
easy to implement antilock sys-
tems that actively distribute brak-
ing forces among the wheels.

An electromechanical valve-
train requires about 2 kW, four-
wheel brake-by-wire disc brakes
require another 4 kW, and elec-
tric steering needs about 500W.
The electrically preheated cat-
alytic converters that reduce
start-up exhaust emissions by 60
to 80% require another 2 kW.
Running these components at
12V requires large currents and
huge increases in cabling thick-
ness, so designers propose
increasing the vehicle’s operat-
ing voltage to nearly the maxi-
mum voltage that is considered
safe from a shock-hazard view-
point. The alternator will com-
bine with the starter motor and
become part of the flywheel
assembly, further cutting power-
transmission losses and provid-
ing a regenerative braking effect
(FFiigguurree  AA). Assemblies that con-
tain electronics will continue to
use a 12V supply along with
components such as tungsten-fil-
ament light bulbs, which dislike
high voltages.

Designers are investigating
methods of maximizing efficiency
and minimizing cost increases.

Dual-voltage systems may com-
prise one alternator and a 36V
traction battery to feed high-
power loads, coupled to a 12V
bus and reservoir battery by a
step-down dc/dc converter.
Batteries are relatively cheap, but
dc/dc converters cost 50 cents to
$1 per watt and can be too
expensive for some automotive
applications. A lower cost—but
perhaps less energy-efficient—
option substitutes a dual-voltage
alternator for the dc/dc 
converter. 

You can evaluate systems
today including core compo-
nents, such as brakes, steering,
electromechanical-valve-train,
and combined starter-alternator
assemblies. Ralph Heinrich,
press officer at Siemens
Automotive, reports that the
company’s 36/12V starter/gener-
ator will reach volume produc-
tion by the second quarter of
2002. Heinrich observes that
Siemens’ combined starter/gen-
erator reaches a peak output of
8 kW with a efficiency of more
than 80% across the entire
speed range. He notes that a
conventional generator outputs
1.5 kW with a maximum efficien-
cy of 70%, which drops to 30%
at high speeds.

F igure  A

prises a physical-layer interface, a com-
munications controller and network-lay-
er interface, the host CPU and its appli-
cation software, and an I/O interface and
channels (Figure 2b). The device’s host
computer typically runs an embedded
real-time operating system (RTOS) that
may comply with the OSEK (open sys-
tem and corresponding interfaces for au-
tomotive electronics) specification, al-
lowing designers to use object-oriented
software-development techniques that
promote software reuse to shorten the
development cycle (references 2 and 3).
The current Version 2.1 of the OSEK
RTOS specification also provides guar-
anteed determinism within the device. It
ensures that the device responds to
events in the correct order and in a  time-

ly manner. The real challenges start when
a device—especially within the power-

train cluster—wants
to communicate.

The two main ap-
proaches to real-
time-system design
rely on event or 
time triggering to
control system ac-
tions. Schemes such
as BMW’s byteflight
accommodate both
techniques, but the
event/time differenti-
ation characterizes
today’s CAN  proto-
col and TTP. The
communications sys-

tem must reliably exchange error-free
messages on time, accommodate trans-

Computer-controlled electromechanical
brakes can generate 30 kilonewtons of pres-

sure in 100 msec—twice as fast as hydraulic brakes (photo courtesy
Siemens Automotive).

Combined starters/alternators fit within the flywheel assembly to
provide greater than 80% operating efficiency across the speed
range (courtesy Siemens Automotive). 

F igure  1
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mission failures, and avoid the “babbling-
idiot”syndrome that results when a faulty
device monopolizes the bus. Desirable at-
tributes include guaranteed determin-
ism, which means the system always per-
forms the correct operations in the
correct sequence; composability, so you
can integrate subsystems without affect-
ing timing issues you calculate during de-
sign; and flexibility, so you can easily add
or change configurations. Finally, the sys-
tem must be safe; foreseeable hardware
failures must not endanger life.

MULTIPLEXING TARGETS REAL TIME

Today’s de facto standard for automo-
tive multiplex wiring, CAN, took to the
road in 1991 in a Mercedes Benz S-class
model. Designed by automotive-compo-
nent supplier Bosch, CAN’s initial appli-
cation was to simplify in-vehicle wiring;
the wiring harness is traditionally an au-
tomobile’s most complex and expensive
electrical system component. But the po-
tential for linking and controlling dis-
tributed-computing functions is now
even more important than saving com-
plexity and weight. Volvo’s S80 automo-
bile, for example, saves more than 1 km
of wire with a 250-kbps CAN power-
train-control bus linked to a 125-kbps
CAN body-electronics bus to manage 18
electronic-control units (ECUs).

Traditional CAN networks are event-
triggered systems that struggle to meet
today’s most stringent real-time require-
ments. To guarantee responsiveness, ear-
ly systems limited bus traffic to around
10% of potential capacity. Devices com-
municate directly with others in a multi-
master, broadcast topology. The frame
format includes a header with an 11-bit
(optionally, 29-bit) device identifier, 1 to
8 data bytes, and cyclic-redundancy-
check (CRC) error-checking and -ac-
knowledgement fields (Figure 3a). Bus
arbitration relies on a nondestructive car-
rier-sense multiple-access/collision-
avoidance (CSMA/CA) technique with
message priorities that device-unique
identifiers set. Devices with data to send
wait for the bus to become idle before
transmitting their identifiers. The physi-
cal layer employs negative-true, wired-
OR logic with the device identifier first
transmitting the most significant byte
(see sidebar “Joining the dots”). If two
devices simultaneously transmit, the ar-
bitration algorithm guarantees that the
device with the most “dominant” levels
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(the lowest numeric value, thus the high-
est priority) wins. When a receiver cor-
rectly receives a message, it sets the sec-
ond acknowledgement field bit “true,” so
the sender knows that at least one re-
ceiver has a copy of the message.

Given 100-bit average transmission
packets, message latencies can span 100
msec to 250 msec for a 1-Mbps CANbus
system. This wide latency range, or la-
tency jitter, may concern designers. Ex-
cessive latency jitter degrades the re-
sponsiveness of a real-time system and
can create “orphans,” in which a receiver
misses a message due to timing out be-
fore the message arrives. Orphan mes-
sages degrade system performance be-
cause they do not deliver timely data, and
you must handle them carefully to avoid
compromising system integrity. But
schedulability analysis work by Ken Tin-
dell and Alan Burns and others has
proved that CAN suits real-time auto-
motive applications (Reference 4). The
latency for the highest priority message
on the Volvo S80’s 250-kbps bus is typi-
cally 400 to 800 msec. Such analysis is
valid only for a well-defined target, ac-
counting for parameters such as maxi-
mum frame length and arbitration time.
In the worst-case scenario, the highest
priority message waits for the longest
message to complete and then arbitrates
among all other devices that subsequent-
ly and simultaneously request bus
access.

How the controller IC handles bus
transactions is another critical factor. Ar-
chitectures such as Motorola’s msCAN
controller provide hardware assistance
with internal arbitration logic that en-
sures competing messages from the de-
vice always appear in the correct order.
The msCAN controller has three on-chip
transmission buffers with 8-bit priority

tags that load the IC’s output-message
queue according to priority. OSEK-com-
patible operating systems, such as Real-
ogy’s SSX5 and its Time Compiler analy-
sis tool, allow you to accurately calculate
time bounds for your system’s response
and guarantee fully deterministic system
behavior.

CANbus communications are highly
reliable. The CAN 2.0 protocol specifica-
tion shows that the likelihood of an un-
detected transmission error is less than
the transmission-error rate 34.7310211

(Reference 5). Or, to put it another way,
the likelihood of an undetected trans-
mission error in a vehicle’s antilock-
braking system is about one instance per
1000 years. CAN’s main error-handling
mechanism is a transmission retry. A de-
vice that detects an error transmits an er-
ror-flag sequence of six consecutive dom-
inant bits, which violates the protocol’s
bit-stuffing rule that maintains receiver
lock by limiting runs of “0”or “1.”In nor-
mal error-active operation, other devices
interpret the error flag as an error and
transmit their own error flags, so the se-
quence length can increase from 6 to 12
bit times. The original transmitter then
retries. To help avoid babbling-idiot fail-
ures that monopolize bus traffic, CAN
controllers maintain internal error coun-
ters; if the error count exceeds a thresh-

old value, a device considers itself faulty
and suspends its transmissions.

Using CAN’s SAE J1939 derivative, an
evaluation by the US National Highway
Traffic Safety Administration recorded
no failures in 71 million transmissions
during a 4000-km trip, despite the ad-
ministration’s engineers’ purposely load-
ing the CAN bus to capacity (Reference
6). The average bus traffic across the test
vehicle’s power-train-to-body electron-
ics bridges was approximately 500 mes-
sages/sec, increasing to about 600 mes-
sages/sec during gear changes. The report
estimates the system’s capacity at about
1600 messages/sec using a 250-kbps link
and observes no failures in more than 1
billion J1939 messages.

TDMA TACKLES TIGHT TIME LINES

Another technique for adapting a seri-
al channel for time-critical messages dis-
penses with CSMA/CA arbitration in fa-
vor of a time-division multiple-access
(TDMA) strategy. Researchers took this
approach with European Union-funded
research projects into time-triggered ar-
chitectures that culminate in the X-By-
Wire Consortium’s final report (Refer-
ence 7). This work is now in its
commercial-realization stage; Austrian
start-up TTTech is the major software
and development-tool vendor. TTTech is

In-car networks naturally divide into power-train and body-electronics clusters (a). Each network device (or node) comprises a layered structure cou-
pling global communications and local I/O (b).
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CONTROLLERHIGH-SPEED POWER-TRAIN CLUSTER LOW-SPEED BODY-ELECTRONICS CLUSTER(a)
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The CAN protocol V2.0A (standard CAN) frame format employs an 11-bit device identifier for bus
arbitration. 

NOTES:
SOF=START-OF-FRAME BIT.
RTR=REMOTE-TRANSMISSION-REQUEST BIT.
IDE=IDENTIFIER-EXTENSION BIT.
R0=RESERVED BIT.
DLC=DATA-LENGTH CONTROL (4 BITS).

SOF 11-BIT IDENTIFIER RTR

DATA FIELD=0 TO 8 DATA BYTES.
CRC=CYCLIC REDUNDANCY CHECK (16 BITS).
ACK=ACKNOWLEDGE HANDSHAKE (2 BITS).
EOF=END OF FRAME (7 RECESSIVE BITS).
INT=INTERFRAME SPACE.

BUS
IDLE IDE R0 DLC FIELD DATA FIELD CRC FIELD EOF INT

BUS
IDLEACK

F igure  2
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focusing on TTP class C (TTP/C), which
refers to the SAE’s class-C defini-
tion for networks running at 125
kbps and faster (Reference 8); a lower
cost Class A derivative is also available.
Hardware support comes from Austria
Mikro Systeme’s AS8201 controller IC,
and a second version is under way. ARM
and Motorola are also designing silicon.

In a TTP/C system, devices carry two
autonomous communication channels.
The communications controller decou-
ples the host CPU from the network, ex-
changing messages with other devices ac-
cording to a static schedule. The dual-
channel topology provides redundant
operation; it preserves system integrity as
long as one channel successfully receives
a message. Ideally, the two independent
buses take different routes around the ve-
hicle to minimize the likelihood of
wiring failures. Dual-channel replication
is possible only because TTP/C is “repli-
ca determinate,” which means that, for
the same input data and internal state, all
devices in a set produce the same output
data at exactly the same time. TTP/C fur-
ther exploits this property, with critical

nodes employing fault-tolerant units
built from replicated devices (Figure 4).
Devices participate within a majority-
vote system that forces a faulty device’s
communications controller to “fail
silent” and thus avoids the babbling-id-
iot syndrome. A properly configured
TTP/C cluster tolerates a single, perma-
nent hardware failure.

System synchronization relies on a
global clock that combines an ensemble
of local device clocks. Devices synchro-

nize to this global clock during system
start-up and update their local clocks
during normal system operation. Each
device schedules transmission and re-
ception according to a dispatching table,
or message-descriptor list (MEDL),
which you establish during system de-
sign. MEDL entries comprise time, ad-
dress, and attribute fields; the depth of
the table corresponds to the number of
transmission messages in the cluster cy-
cle (Figure 5a). Each communications
controller within a cluster has its own
copy of the MEDL, so every device knows
when to transmit and when to receive.

Each device has a unique transmission
slot within a TDMA “round” to transmit
one message. A round is a short sequence
of transmission slots that typically lasts
1 to 5 msec; any device that doesn’t trans-
mit during a round is suspect. Few de-
vices need to update measurement data
at this rate, so you distribute data ex-
changes over multiple rounds. Although
message exchanges vary among rounds,
each round’s cycle time remains constant
and dictates the maximum retransmis-
sion rate. Each round comprises a num-
ber of initialization (I) frames, normal
(N) frames, or both. An I frame com-
prises a start-of-frame bit; a 4-bit header
with 1 bit to signal an I or N frame and 3
bits to request mode changes; 0 to 128
data bits that carry controller state (C
State) information; and a 16-bit CRC
field (Figure 5b). A normal frame has a
format identical to that of an I frame but
carries data rather than C State informa-
tion. A full cluster cycle comprises the se-
quence of rounds before the cluster’s op-
eration repeats itself.

Devices that periodically transmit I
frames maintain system synchronization.
A device that synchronizes itself sets its
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Two autonomous Time-Triggered Protocol Class C buses link fail-silent units (FSUs); two or more
FSUs build a fault-tolerant unit (FTU).

TTP/C BUS 1

NOTES:
FSU=FAIL-SILENT UNIT.
FTU=FAULT-TOLERANT UNIT.
TTP/C=TIME TRIGGERED PROTOCOL CLASS C.

TTP/C BUS 2

FTU 1

FSU 2 12

6

9 3

111

57

210

48FSU 1 12

6

9 3

111

57

210

48

FTU 2

FSU 2 12

6

9 3

111

57

210

48FSU 1 12

6

9 3

111

57

210

48

Each Time Triggered Protocol Class C (TTP/C) node includes a globally known message-descriptor
list that controls the system’s scheduling policy (a). With no need for bus-level arbitration, TTP/C
has a simple frame format (b).

I/O INTERFACE

HOST CPU

CONTROLLER-NETWORK INTERFACE

BUS GUARDIAN

INSTRUCTION
MEMORY

MESSAGE-
DESCRIPTOR

LIST

TIME TRIGGERED
PROTOCOL CLASS

(TTP/C)
PROCESSOR

DUAL-BUS TRANSCEIVERS

(a)

TTP/C BUS 1

TTP/C BUS 2

NOTES:
D=DIRECTION.
L-LENGTH.
I=INITIALIZATION FRAME.
A=MODE CHANGES.

TIME ADDRESS ATTRIBUTE FIELD

t11

t

t+1

t+2

ADDR11 D11

ADDR

ADDR+1

ADDR+2

D

D+1

D+2

L11

L

L+1

L+2

I11

I

I+1

I+2

A11

A

A+1

A+2

NOTES:
SOF=START-OF-FRAME BIT.
I/N=INITIALIZATION/NORMAL FRAME (1 BIT).
M1 TO M3=MODE CHANGE (3 BITS).(b)

SOF I/N M1 M2 M3 0- TO 8-BYTE DATA FIELD 16-BIT CYCLIC-REDUNDANCY-CHECK FIELD
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internal state to the C State it receives.
The C State comprises the global time,
the current index into the
MEDL table, and a membership
vector. The membership vector is a
unique bit position that you assign to
each device during system design. The
protocol sets this bit “true” if the device
successfully sends its message in the last
round. One interesting feature is the sys-
tem’s ability to accommodate mutually
exclusive system conditions via the
mode-change bits. A mode change per-
mits the system to dynamically reconfig-
ure itself to suit current operational re-
quirements, such as when switching
between highway and off-road use. Im-
portantly, a device can change mode only
when an entry in the MEDL authorizes
it. The communications controller con-
trols the MEDL; the host CPU can di-
rectly access it. In effect, the communi-
cations controller provides a firewall
against temporal and control errors.

CAN FIGHTS BACK WITH TTC

The open-system, license-free CAN
community is working to adapt the sys-
tem to stricter real-time needs. Holger
Zeltwanger, director of CAN in Automa-
tion (CiA), reports that work began in
January on a new session layer in that will
permit time- and event-triggered com-
munication over the same bus (Refer-
ence 9). You can already use the CAN
open-software profile for low-speed
drive-by-wire applications, but the new
time-triggered CAN (TTC) system will
provide basic hardware support for high-
speed applications (Reference 10).

Each TTC-compatible device will re-
quire a timebase and a 16-bit time-cap-
ture register for incoming frames. These
features will allow the device to transmit
at a predetermined time and receiving
devices to store and verify that time. A
single-shot option will disable automat-
ic retransmission after an error to guar-
antee that the time-triggered message
doesn’t compete for bus access.

Zeltwanger notes that “using TTC re-
quires additional specifications, but these
are related to higher layer protocols.”
Such protocols are yet to be developed
and will differ among application fields.
Zeltwanger hopes to present preliminary
TTC results at Detroit’s Convergence
2000 exhibition this September.

TTC communications will require the
system to synchronize devices; today’s

CAN has no global clock, although such
clocks are easy to implement (Reference
11). Tindell observes that several ways ex-
ist to eliminate frame-arrival jitter:

“For example, the receiving node need
not pass the message to the application
until a minimum time has passed,” he
says. He adds that clock synchronization
can eliminate jitter by “acting only on the
message at a set, coordinated time.” Tin-
dell notes that some CAN hardware al-
ready provides the foundation for im-
plementing a global clock with sub-
microsecond accuracy. Motorola’s ms-
CAN controller has an option to latch a
free-running timer when the state ma-
chine sees the “start-of-frame” bit. Mo-
torola’s TouCAN and Hitachi’s HCAN
designs have similar features, and various
NEC KO-series CAN microcontrollers
directly support TTC’s hardware re-
quirements.

THE NEXT TURN

This article can provide only an
overview of the complex, sophisticated
CAN and TTP systems. For more infor-
mation, request the full specifications
from CiA and TTTech (see sidebar “For
more information”). Each system’s fea-
tures suggest different roles: traditional
CAN for real-time systems with “soft”
timing requirements and TTP for “hard,”
tightly coupled clusters. TTP also has su-

perior fault tolerance that suits mission-
critical applications, such as brake by
wire, at a somewhat greater cost than
CAN. But CAN is flexible and more eas-
ily accommodates changes. With TTP,
every time you add or significantly
change a device, you must reprogram
and reverify the scheduler. Both systems
support structured development meth-
ods with varying third-party tool-set
availability. Also, notice that the increase
in a vehicle’s electrical-system loading
that electromechanical subsystems in-
troduce mandates a change to higher
voltage operation (see sidebar “Vehicles
need more volts”).

But no system yet dominates drive-by-
wire applications, and a lot of develop-
ment will come from both time-triggered
CAN and TTP. Also, watch out for devel-
opments from BMW’s byteflight. (By
press time, BMW should have informa-
tion available atwww.byteflight.com.)
BMW’s plastic-optical-fibre system com-
bines synchronous and asynchronous
bus traffic within a star topology that’s
optimized for vehicle safety (Figure 6).
Wilhard von Wendorff, PhD, senior au-
tomotive-system engineer at Infineon,
explains, “Failure tolerance requires a
distributed concept based on multiple
electronic systems, all of which are syn-
chronized.”He says “The byteflight arch-
itecture not only increases performance

BMW’s byteflight system combines event- and time-triggered actions across an optical-fibre, star-
topology network with optional links to peripheral CAN buses.

NOTES:
CC=COMMUNICATIONS CONTROLLER.
TX/RX=ELECTRO-OPTICAL TRANSCEIVER.
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and improves safety but also increases de-
sign flexibility and reduces cost.”He adds
that single events cannot cause system
malfunctions, because you implement
control across multiple locations and
technologies within an architecture that
defined object boundaries protect. Infi-
neon has transceiver silicon that comple-
ments Elmos’ stand-alone byteflight con-
troller and star-coupler chips and
Motorola’s HC12BD32 byteflight CPU.

Meanwhile, Steve Evans, vice president
of ARM Europe, says that ARM believes
that “In the same way as CAN has be-
come the de facto standard for automo-
tive multiplex wiring, TTP will become
a standard for hard, real-time, safety-crit-
ical applications.” Evans notes the poten-
tially complementary roles for CAN and
TTP, observing that an ARM semicon-
ductor partner has already developed an
ARM-powered microcontroller that can
bridge CAN to the French multiplex sys-
tem, VAN (vehicle-area network).

Tindell adds, “CAN is flexible enough
to mix time- and event-triggered mes-
sages, both with tight latency bounds.
Market maturity and today’s integration
leads some silicon vendors to consider
babbling-idiot avoidance techniques in
hardware that I proposed in 1995. So you
might see CAN surviving in the auto in-
dustry for quite some time yet!”k
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