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Is anyone talking?
By Gabe Moretti, Technical Editor

ALMOST THREE MILLION PEOPLE

ARE LOOKING FOR SIGNS OF EXTRA-

TERRESTRIAL INTELLIGENT LIFE.

looking for something whose characteristics you
can only guess about in the enormous sampling
space that is the entire universe. One approach is to
obtain a number of supercomputers and a large
supporting staff to perform the data-analysis task
in a centralized data center. This
method requires a significant ini-
tial investment and large opera-
tional costs due to the specialized
nature of the computing system.
For scientists searching for little
green men, the probability of ob-
taining any significant funding
from either the government or a
foundation is so close to zero, it
is impractical to even consider it.

David Anderson, the project
director of SETI@home, and Dan
Werthimer, its chief scientist,
have implemented a new ap-
proach. (See sidebar “Two
Davids, Captain Picard, and the
Planetary Society get together”

for the project history.) Their method exemplifies
the creative employment of underused resources,
and, if successful, it will be a triumph of ingenuity
over the cynicism about funding basic science. It
uses an otherwise redundant antenna at Arecibo,
Puerto Rico, and the idle cycles of PCs and work-
stations throughout the world to perform most of
its required tasks. The system comprises four se-
quential phases: data capture, formatting, analy-
sis, and validation.

When conducting a SETI (search for extrater-
restrial intelligence), in addition to computing
power, you need to establish the characteristics of
what you are looking for, and you need to obtain
an instrument powerful enough to guarantee that
you capture the physical phenomena of the object
of your search. Because helium is the most abun-
dant element in the universe, it is logical to assume
that in choosing a likely common “language” in
which to communicate, a civilization would trans-
mit signals around the 1.42-GHz frequency, cor-
responding to the spectrum line of helium.
SETI@home looks at a 2.5-MHz-wide band cen-

The path of the Arecibo antenna has covered a significant portion of
the Milky Way visible from the Northern Hemisphere.

April 2001 marks the second an-

niversary of one of the largest, if not

the largest, distributed-computing ex-

periments, ever attempted. SETI@home

is one of a number of projects searching

for evidence of extraterrestrial intelli-

gence, but it is unique in its approach.

You need a lot of computing power to 

filter and analyze data when you’re 
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tered on the heliumline. The receiving
instrument is the Arecibo radiotele-
scope. The radiotelescope is a spheri-
cal structure constructed in a
natural bowl-shaped valley in
Puerto Rico. The receiving instrument
is suspended 700 feet above the cen-
ter and contains two antennas—a 
primary antenna and a secondary 
antenna—that make the structure
symmetric and easier to focus and that
provide redundancy in case of failure.
The use of the primary antenna costs
more than $2000 an hour, but the sec-
ondary antenna just goes along for the
ride. It tracks the movements of the
primary antenna with a 68 angle of
separation. SETI@home is looking for
signals coming from our home galaxy,
the Milky Way, but it does not have to
search in any particular area at any
particular time. Figure 1 shows the
area of the sky that it has searched 
so far.

The project is looking for three
types of signals: a narrowband pulse;
repeated pulses; and chirp signals, whose frequen-
cy diminishes over time due to the Doppler effect.
You must remember that in the universe nothing is
stationary. Every object is in motion, and two ob-
jects move with respect to each other. Due to the
Earth’s rotation, the Arecibo antenna sweeps an ob-
ject in 15 seconds from the time it encounters the
target limb to the time it leaves the opposite limb.
So, a true signal would have a predictable Gauss-
ian pattern.

The Earth is immersed in radio frequencies, most
of which people generate. Therefore, the captured
signal stream must be frequency-shifted, filtered,
and sampled. These functions are performed at
Arecibo, and the “clean” signal is then sampled 
using a 2-bit algorithm, resulting in 2.5M sam-
ples/sec. The data is recorded on 35-Gbyte digital
linear tape. Each tape can store 16 hours of data.
When the tape is full, a light in the control room
at Arecibo alerts a technician to mount a new tape.
When a box-worth of tapes has been recorded, the
tapes are shipped by Federal Express to the
SETI@home offices in the Space Sciences Labora-
tory on the University of California—Berkeley
campus.

At the university, a 2-D formatting process, em-
ploying a half-dozen Sun Microsystems Ultra 10
machines, divides the 2.5-MHz stream into 256
slices of 10-kHz each. Each slice is then divided into
segments representing 107 seconds of recording
time. Two consecutive segments will have a 20-sec-
ond overlap to ensure that, if a signal is present, its

entire Gaussian profile will be contained in one seg-
ment. (Remember that each Gaussian profile is 15
seconds.) Each segment contains slightly more than
350 kbytes of data, a length that you can transmit
over telephone lines at 28.8 kbps in about two min-
utes. Each segment is a “work unit,” and the work
units are the elements that the system distributes
throughout the world for analysis. Figure 2 shows
the architecture of the server portion of the system.

The architecture of the analysis portion of the
system is an open-ended server-client distributed
system. The client is a “screensaver” program that
uses the spare cycles of a computer to perform data
analysis and reduction. Almost 2 million comput-
ers are currently running the screensaver. The
screensaver only requires hardware with the abili-
ty to perform floating-point arithmetic and a con-
nection to the Internet to report results and obtain
new work units.

The server architecture contains work-unit stor-
age of approximately 500 Gbytes, which stores the
result of the data-formatting phase; a data server
that communicates with the clients, sends out work
units, and receives results; a science-database serv-
er; a user-database server; and a Web server. The
server machines are Sun Microsystems Enterprise
450s, and the data is stored using the Informix re-
lational-database engine. The database engine and
all of the Sun Microsystems equipment have been
donated to the project. The data server stores each
client result in the science database for further pro-
cessing. These results are the “candidate signals”
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The modular architecture of the server provides opportunities to increase
the number of required functions without impacting the total system. 
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that scientists will further analyze. The system
maintains operational statistics in the user database
and groups them according to individual user,
team, country, operating-system type, platform,
and location.

You can appreciate the fact that SETI@home
must be sure that, if it ever finds a signal, it is the
genuine article. One of the ways to improve the
quality of results is to perform redundant analy-
sis. This practice is not only good science, but also
the result of pragmatic observations made during
the course of the project. Most client machines are
Intel-based PCs, PCs based on Intel clones, or 
Apple computers. Despite efforts by the
IEEE to standardize floating-point arith-
metic operations, these machines do not
produce standard floating-point results. So
the server sends each work unit to three
clients for analysis. The final phase of the
system takes the candidate results and per-
forms RFI rejection on them to screen out
spurious human-generated signals. The
surviving candidates are then grouped by
their work-unit ID, and the server per-
forms a redundant result comparison us-

ing the time-tested voting method: If two results
match, the candidate is saved; otherwise, it is re-
jected. Finally, the system checks for repeat signals
coming from the same coordinates in the Milky
Way. In the two years of operation, no one has
found any, but two years is a short time.

As you might expect, the science database is get-
ting quite large. The next modification to the ar-
chitecture will be to clone the database by modify-
ing the validation phase. The science database will
be analyzed, redundant candidates will be removed,
and a master candidate database established. The
project scientists will then segment and clone this

master database so that a complete histor-
ical record can facilitate the repeat-signal-
checking process. Anderson hopes that his
organization will soon obtain funds to ex-
pand the search by using a radiotelescope
in Australia, so that it can study the other
half of the Milky Way—the one visible
from “down under.”A dozen scientists and
2 million volunteers from 108 countries
know we are not alone, we just have not yet
found our neighbors or have not yet
learned how to say “hello.”k

w rkshow it

TWO DAVIDS, CAPTAIN PICARD, 
AND THE PLANETARY SOCIETY GET TOGETHER
In 1986, a young David Anderson
was teaching a computer-science
course at the University of
California—Berkeley. In his class was
a bright Australian student, David
Gedye. The two Davids became
friends and kept in touch over the
years. In 1994, while watching a
program on Australian television
about the 25th anniversary of the
Apollo 11 moon landing, Gedye had
an idea. Wouldn’t it be nice to bring
together people from many nations,
as the moon landing had done, to
look for extraterrestrial intelligence?
But Gedye did not have the know-
how to achieve his vision. So, in
1995, Gedye and Anderson teamed
with Dan Werthimer, a well-known
astrophysicist. For the next three
years, they worked on the computer
system and the data-analysis algo-
rithms required for the search but
could not find funding. Then, in
1998, Werthimer, who knew Carl
Sagan, the founder of the Planetary

Society, succeeded in getting the
project funded. 

The Planetary Society, a private
organization of people who are
interested in outer-space explo-
ration donated $50,000 and
arranged for Universal Studios,
which was interested in promoting
its film, Star Trek: Insurrection, to
donate $50,000 more. The three
scientists could now do real work,
and they named their project
SETI@home. In 1999, the
University of California—Berkeley
donated another $300,000, Sun
Microsystems came through with a
significant donation of hardware,
and Informix provided a database
engine. The data-analysis phase of
the project was launched in April
1999 with a Unix-based screensaver.
Almost overnight, approximately
5000 users were running the client
software. 

In May 1999, SETI@home
released Windows and Mac ver-

sions of the screensaver, and the
number of distributed users shot up
to about 200,000. Today, more than
2.8 million users are faithfully pro-
cessing work units. 

From the pioneering work of the
Planetary Society, the group of
sponsors has grown, albeit modest-
ly. It now includes the Planetary
Society, the University of California
Digital Media Innovation Program,
Sun Microsystems, the Friends of
SETI@home, Paramount Pictures,
Fuji Film Computer Products, IBM
DevelopersWorks, Quantum Corp,
Critical Path, the Santa Cruz
Operation, Intel, Informix,
Space.com, Crystal Group Inc,
Engineering Design Team Inc,
O’Reilly & Associates, the SETI
Institute, MimEcom, Polycom, DLH
Industries Inc, and Space Sounds.

To probe further and to get
involved, go to http://setiathome.
berkeley.edu, or visit www.
planetary.org.
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